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Abstract Field portable instrumentation, such as in situ geochemical analyzers or broader field of view
instruments like multispectral imagers or other imaging capabilities, has the potential to dramatically
increase the science return of a planetary surface exploration mission. However, more work is needed to
determine how emerging portable technologies should be designed and implemented into evolving mission
architectures. This work summarizes the efforts of the RIS4E (Remote, In Situ and Synchrotron Studies for
Science and Exploration) SSERVI (Solar System Exploration Research Virtual Institute) team in investigating
how field portable instruments should be including into planning for future exploration EVAs (extravehicular
activities). EVA crews of geologists and astronauts tested a variety of portable and handheld technologies at
both the December 1974 lava flow, Kilauea Volcano, Hawai’i, and Kilbourne Hole, New Mexico, both of
which are planetary analog sites. The timeline data gathered during instrument deployment were then
mapped onto EVA timelines used in large-scale NASA planetary surface exploration analog missions. Results
and recommendations for future instrument hardware and software development are discussed, as is the
operational framework necessary for incorporating in situ analytical capabilities into future planetary
surface exploration.

1. Introduction

The six Apollo lunar surface missions from 1969 to 1972 included 12 astronauts conducting a series of extra-
vehicular activities (EVAs) designed to explore six different lunar landing sites. These EVAs were relatively
short (ranging between approximately 2.5–7.5 hr), tightly scheduled, and the astronauts were able to collect
a wide variety of samples and scientific data for return to Earth (Miller et al., 2016). However, the technology
deployed by the Apollo astronauts was limited to tools designed only for sample collection and storage (i.e.,
tongs, scoops, hammers, and sample bags; Allton, 1989). Experiment packages like the EASEP (Early Apollo
Scientific Experiments Package) and the ALSEP (Apollo Lunar Surface Experiments Packages) were also
deployed during the Apollo missions, but these were designed for long-term monitoring of the lunar surface
after the departure of the crew, and none of the data were accessible to the astronauts during their missions.
Finally, the later three Apollo missions (15, 16, and 17) included the use of the Lunar Roving Vehicle (LRV), a
rover designed to carry the astronauts, their tools, and all samples collected during EVA. The LRV enabled the
crews to travel much longer distances (approximately 20 km on the longest EVA, conducted during Apollo
17) and also reduced the load each astronaut was responsible for carrying, making it a valuable tool for
exploration (Williams, 2005).

In the over 40 years since Apollo 17 departed from the lunar surface, significant advancements have been
made in field portable technologies. These innovations have opened up new capabilities for field explorers,
both on Earth and on other planetary surfaces. In traditional terrestrial field geologic campaigns, geologists
visit a site of interest in order to explore, map, and collect samples (Frodeman, 1995; Hodges & Schmitt, 2011;
Kastens et al., 2009). These samples are then returned for follow-up laboratory analysis, which often takes
weeks to months to conduct. The resulting data are assimilated and it is frequently the case that subsequent
field campaigns are conducted in order to more fully address all relevant science questions posed about the

YOUNG ET AL. 697

Earth and Space Science

RESEARCH ARTICLE
10.1029/2018EA000378

Special Section:
Science and Exploration of the
Moon, Near-Earth Asteroids,
and the Moons of Mars

This article is a companion to Ito et al.
(2018), https://doi.org/10.1029/
2018EA000375.

Key Points:
• Advancements in field portable

technologies have the capability to
increase the science return from
crewed planetary surface missions

• Simulated extravehicular activities
were conducted in planetary analog
sites to investigate the utility of
portable instruments

• More integrated testing is needed to
evaluate varying modes of
integrating field portable
instruments beyond a handheld
capacity

Correspondence to:
K. E. Young,
kelsey.e.young@nasa.gov

Citation:
Young, K. E., Bleacher, J. E., Rogers, A. D.,
Schmitt, H. H., McAdam, A. C., Garry, W. B.,
et al. (2018). The incorporation of field
portable instrumentation into human
planetary surface exploration. Earth and
Space Science, 5, 697–720. https://doi.
org/10.1029/2018EA000378

Received 15 FEB 2018
Accepted 24 AUG 2018
Accepted article online 12 SEP 2018
Published online 5 NOV 2018

©2018. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution-NonCommercial-NoDerivs
License, which permits use and distri-
bution in any medium, provided the
original work is properly cited, the use is
non-commercial and no modifications
or adaptations are made.
This article has been contributed to by
U.S. Government employees and their
work is in the public domain in the USA.

http://orcid.org/0000-0002-3979-2549
http://orcid.org/0000-0002-4671-2551
http://orcid.org/0000-0002-7350-6665
http://orcid.org/0000-0003-3875-2200
http://orcid.org/0000-0002-8187-3609
http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2333-5084
http://dx.doi.org/10.1029/2018EA000378
http://dx.doi.org/10.1029/2018EA000378
https://agupubs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)2169-9100.SSERVI17
https://agupubs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)2169-9100.SSERVI17
https://agupubs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)2169-9100.SSERVI17
https://doi.org/10.1029/2018EA000375
https://doi.org/10.1029/2018EA000375
mailto:kelsey.e.young@nasa.gov
https://doi.org/10.1029/2018EA000378
https://doi.org/10.1029/2018EA000378


site. Subsequent field campaigns may even be designed to address new questions about the site that
would not have been posed but for detailed laboratory analyses of the returned samples. On extraterrestrial
surfaces, return trips are not normally feasible and thus it is crucial to maximize the efficiency of the time
spent during a planetary surface mission. Similar constraints can exist for remote sites on Earth. Recent
advancements in field portable instrumentation can provide crews with increased real-time data,
maximizing the scientific productive of time onsite. Ultimately, it is critical that instruments rapidly provide
an explorer with more knowledge and enable decision making in near-real time. However, the tradeoffs
between instrument weight, ease of use, and the incorporation of data into field operations are not yet clearly
characterized for the type of instrumentation currently in development for field science. Thus, understanding
how these tools should be designed and how they could fit into planetary surface operations is still limited,
and this knowledge gap must be addressed before decisions are made on what technologies should be
included on future missions and whether they will be more useful in the field or in more leisurely examination
in a habitat.

This work provides an overview of how new developments in field-deployable instruments can fit in to a
planetary surface exploration architecture, and, most importantly, what effects these technologies have
on EVA timelines and potential scientific returns. The RIS4E (Remote, In Situ and Synchrotron Studies for
Science and Exploration) SSERVI (Solar System Exploration Research Virtual Institute) team has conducted
a series of field campaigns in two relevant analog environments, the December 1974 (D1974) flow at
Kilauea Volcano on the Big Island, Hawaii, and the Kilbourne Hole structure in the Potrillo Volcanic Field,
New Mexico. The primary goal of these campaigns was to investigate how field portable instruments impact
crewed planetary surface exploration timelines and relevant mission architectures and thereby test the com-
peting hypotheses that portable instruments do or do not enhance the science return of an EVA-based
human exploration mission. Lessons learned can be used to better develop new instruments and to evolve
exploration architectures.

We discuss a variety of instruments field tested in both planetary analog environments, their deployment
procedures, the time required to operate each instrument and assimilate the data, and how the instruments
might work together to enhance the efficiency and productivity of planetary explorers. It should be noted
that the instruments chosen for this study are certainly not the only options for inclusion in future surface
missions. Their selection was driven by the need for a comprehensive look at the geology of a site, including
chemistry, mineralogy, spectral characteristics, surface texture, subsurface structures, and surface morphol-
ogy. Many of the measurements described here have been made both in terrestrial field applications as well
as on Mars rover missions using instruments operating with comparable technologies. Detailed scientific
results from these deployments are presented in other publications (e.g., Yant et al., 2018) and deal with
the geologic history and evolution of these analog terrains.

A critical question to be answered, before field portable instruments are assigned to an exploration
activity, is, “Will their use increase or reduce the scientific return versus the time lost in knowledgeable
examination of the context of collected samples that can be studied with similar instruments within
a habitat”?

2. Overall Mission Architecture

As we investigate each technology and how it can fit into a crewed planetary exploration mission, we do so
based on assumptions of human exploration architectures that are under continued investigation by NASA
analog field technology tests. By integrating our instruments in an architecture concept supported by numer-
ous other field tests, we develop a robust understanding of the effect that instrument incorporation has on
the overall mission timeline by extrapolating from the larger analog mission timelines, without having the
overhead of complex and expensive integrated field tests that are scheduled infrequently. Therefore, we
focus specifically on EVA timeline duration as affected by the isolated variable of portable instrument opera-
tion. Two of the fully integrated tests (including habitat and rover deployment, simulated EVAs with science
objectives comparable to those expected in planetary exploration, and an immersive analog environment
that has a crew living full time in the habitat or rover) that have been used for planning for future surface
exploration are the NASA Desert RATS (Research and Technology Studies) and NEEMO (NASA Extreme
Environments Mission Operations) testing programs.
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2.1. The NASA Desert RATS Field Trials

The NASA Desert RATS field tests were conducted yearly between 1997 and 2012 in planetary analog sites
such as the San Francisco Volcanic Field (SFVF) in Arizona and the Space Vehicle Mockup Facility at NASA’s
Johnson Space Center (JSC; Eppler et al., 2013; Ross et al., 2013). Many technologies and operational scenarios
were tested using the Multi Mission Space Exploration Vehicle (MMSEV) to explore areas within the SFVF
(Abercromby et al., 2013). The MMSEV is a pressurized rover designed to support a human crew for days
and weeks at a time on traverses at other planetary destinations, whether it be the Moon, Mars, or an asteroid
(Figure 1a). For example, in one operational architecture tested during the 2-week 2010 field test, two rovers
explored the SFVF together, each with two crewmembers (one astronaut or engineer and one field geolo-
gist). Young et al. (2013) describes the tools and technologies used in the 2010 field trial, which included sam-
ple collection tools similar to those deployed during Apollo. Hurtado et al. (2013) and Bleacher et al. (2013)
discuss the manner in which this MMSEV-based exploration strategy can be used to maximize science return
and Young et al. (2013) introduces recommendations for instrument development that could further
enhance achievable science in the samemission style. These recommendations highlight the need for testing
the use of higher spatial resolution instrumentation in preparation for possible use during the next genera-
tion of planetary exploration, a niche addressed in this study.

Evans et al. (2013) discuss an alternate use for some of these in situ technologies through integration in
GeoLab, a habitat laboratory designed for extended stays at another planetary body. For example, GeoLab
in the 2010 Desert RATS test contained a glovebox for examining geologic samples of interest during an
extended planetary surface stay (Figure 1b). The architecture under consideration was a crew in a
Constellation-style mission, staying on the surface for weeks or even months at a time. These long stays
would allow for multiday traverses away from the habitat in the MMSEV. When the crew was in the habi-
tat, however, they could spend their time partially on initial analyses of samples collected during prior
traverses in an effort to both high grade samples for return to Earth and to learn more about the explora-
tion zone’s geology, enabling evolution of future traverses. The glovebox contained cameras for sending
back images of the samples to science support teams on Earth, as well as a handheld X-ray fluorescence
spectrometer (hXRF) to allow for real-time geochemical data acquisition, which could also be transmitted
to “Earth” (or in this case, to science support teams back in Mission Control). Although Desert RATS was
not able to test field incorporation of portable instruments into a planetary EVA, they did test the incor-
poration of these technologies into a planetary mission scenario. The next step identified from these
studies was to deploy a suite of instruments in the field during geologic campaigns and simulated

Figure 1. Planetary surface exploration concepts were tested extensively during multiple Desert RATS missions. While
instruments were not operated during EVA, crews were able to collect high-resolution data inside of GeoLab, their habi-
tat laboratory. (a) Desert RATS 2011 crewmember, NASA Astronaut Kjell Lindgren, works with a collected sample during
EVA. In the Desert RATS mission architecture, crews could bring collected samples into the GeoLab facility for detailed
analysis while on a planetary surface. (b) The GeoLab facility is shown. Working inside the glovebox, crews examined col-
lected samples with a microscope and analytical technologies. Shown mounted on the left side of GeoLab is the hXRF
spectrometer (circled in white), capable of collecting real-time geochemical data for analysis by the crew and science
support teams on “Earth.”
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EVAs and evaluate the cost added to a mission timeline against the science value added to that mission
(Young et al., 2013).

2.2. NEEMO

The NASA NEEMO team has completed 22 successful missions in the Aquarius habitat, the only underwater
research station in the world. Located 6 miles offshore from Islamorada, Florida, in approximately 60 feet of
water, the Aquarius habitat is a unique analog for spaceflight. Crews live in isolation in an extreme environ-
ment and are able to test both intravehicular (IV) and extravehicular (EV) tasks, simulating mission architec-
tures that include orbiting space stations (i.e., the International Space Station), surface habitat laboratories,
and surface missions with EVA capabilities. Crews conduct multi-hour EVAs with high fidelity science objec-
tives. Though primary NEEMO science objectives are focused on marine science (e.g., Bonthond et al., 2018),
the sample collection and curation procedures are designed to closely resemble current operational con-
cepts for future planetary surface exploration and provide a development platform for testing new protocols
and EVA technologies (e.g., portable instrument deployment, EVA informatics, IV support system capabilities,
communications structures, etc., Graff et al., 2017; Young et al., 2018). Recent NEEMO objectives have also
focused on advanced curation concepts for future spaceflight. Additionally, NEEMO has tested in situ analy-
tical technologies in recent missions that are comparable in deployment procedures to several of the instru-
ments deployed in this study. Specifically, two instruments deployed during NEEMO 21 (2016) and 22 (2017)
have direct relevance to hXRF and X-ray diffraction (XRD) instruments in their operational modes and strate-
gies (Figure 2). The general operational concept for NEEMO EVA Science is comparable to the EVA methodol-
ogy used in Desert RATS. Crews egress from the habitat (rather than the MMSEV) and conduct science tasks
during their EVA, including site reconnaissance and general exploration, sampling, and instrument opera-
tions. They are aided by an IV crewmember inside the habitat, as well as science support teams on ‘Earth’
(in the shore-based facility) who can advise them on sampling priorities and other science objectives.
NEEMO builds off of Desert RATS missions in that the crew operates instruments during EVAs (Figure 2),
and instrument procedures and troubleshooting tips are viewable on an EVA informatics system, called
Cue Cards, which also contain sampling procedures, tips on identifying high priority samples, and procedures
for using all technology available for EVA. RIS4E SSERVI work is unique in that it both leverages past integrated
operational field tests (like Desert RATS and NEEMO) but also feeds operational lessons and recommenda-
tions into ongoing tests and operational missions like NEEMO. This relationship between analog field tests
and future surface exploration will be discussed in detail later in this manuscript.

2.3. The Mission Simulation Scenario

During the Desert RATS 2010 test, the rover crews followed a specific procedure when conducting EVAs. For
this study, we adopt a similar methodology, as the strategy developed during Desert RATS EVAs, which is

Figure 2. Recent NEEMO missions have explored the use of field portable instrumentation during EVA following input on
operational strategies from smaller field tests (e.g., RIS4E). (a) A NEEMO 21 crewmember deploys the PAM fluorometer,
an instrument operating on the same time scales and in a similar handheld mode as the hXRF instrument. (b) Two NEEMO
22 crewmembers deploy two CISME instruments (Coral In Situ MEtabolism) during an EVA. This instrument takes much
longer to set up and integrate, comparable to the portable XRD instrument. NEEMO 22 explored having a two-person crew
use both one and two of these portable instruments at a site of interest, which resemble XRD instruments from the per-
spective of time resources.
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likely to be comparable to operational strategies for EVAs conducted on other planetary surfaces. This Desert
RATS and RIS4E methodology was as follows: Once an EVA site was selected through a combination of pre-
mission planning using remotely sensed data, crew insight from any EVAs conducted earlier in the mission,
and from ongoing conversations between the crew and any science support teams, the two-person crew
would drive the rover (or, in the case of RIS4E, the crew would walk up to the site along a path the crew
deemed appropriate for the physical limitations of the MMSEV) up in front of the outcrop or target of interest.
After parking the rover, the crew discussed the science and sampling plan for the EVA and divided up EVA
tasks among each other. They also initiated a series of images of the site taken with cameras mounted on
the rover (or for RIS4E EVAs, initiated comparable analyses by communicating with the relevant instrument
teams, as discussed below). In this way they generated a data product on top of which they could take notes
about their EVA and display in situ instrument data once they completed all EVA activities (e.g., site explora-
tion and sampling) and returned back to and entered the rover. For example, panoramic images taken with a
Gigapan system (a high-resolution panoramic imaging system; Young et al., 2013) in the Desert RATS tests
could be annotated with sampling locations once the crew returned to the rover. The crew acquired these
panoramic images while they were preparing to exit the rover to ensure that they would not obscure the field
of view while conducting operations. After these preparatory steps were complete, the crew egressed. Once
they were out of the rover, the crew collected all hardware from the rover necessary for the planned EVA tasks
(sampling technologies, curation tools, etc.) and started the EVA.

By using full mission simulations as the reference design architecture for this study, and focusing only on EVA
activities (e.g., not including rover operations), we ensure that the introduction of instrument operations
remains a new and isolated variable to complement the larger Desert RATS and NEEMO tests (the former
of which did not include field deployment of instruments and the latter of which combined a variety of other
EVA objectives with portable instrument deployment, making it challenging to isolate that as a test variable).
Both RIS4E deployments utilized a mission architecture that included large field of view instruments that col-
lect data on an outcrop scale and smaller, higher-resolution instruments that target in situ chemistry and
mineralogy, operated in a hands-on mode by the EV crew. EV crews simulated the use of approaching an
EVA site in a rover by simply walking up to a site deemed to be appropriate for where they would park a rover
in a Desert RATS-style mission, the criteria for which included a spot large enough to park the MMSEV that
was level and free of large obstructions (boulders, cracks, etc.).

The RIS4E team completed two field deployments at lunar and martian analog environments where simu-
lated EVAs with instrumentation were conducted. In both cases these EVAs took place over multiple days.
The first two EVAs were conducted during 1 day at each field site, and these EVAs were followed by a “data
processing day,”where the crew had time to review all the data they collected the day before, to interact with
a science team, and plan for subsequent EVAs. While they also had access to some of the data during the EVA
where they collected it, the follow-up day for focused data processing and examination simulated how the
crew in a planetary surface explorationmission would have time overnight, either in a lander, rover, or habitat
laboratory, to review the data and discuss it in preparation for future work. Or, if time to review data was not
offered to the crew, this time would enable a crew to receive feedback from science support teams on Earth,
who would surely be working to process each EVA’s data overnight after it was collected. Though RIS4E
deployments did not include real-time science support analogous to a science backroom (like those present
during each Apollo surface mission and during NEEMO missions), the data processing day enabled us to
retain this crucial data assimilation time, as well as to iterate on data visualization products (see Section 4.2).
2.3.1. The SSERVI RIS4E Field Sites
RIS4E field sites were chosen due to the host of intriguing science questions at each location as well as to their
analog properties relating them to comparable surface processes on the lunar and martian surfaces. All RIS4E
EVAs were designed not only to deploy field portable instrumentation but also to investigate the geologic
history of this analog field sites.
2.3.1.1. The December 1974 (D1974) Lava Flow, Kilauea Volcano, HI
Erupted over a course of approximately 6.5 hours in the SW rift zone of Kīlauea Volcano (Lockwood et al.,
1999; Soule et al., 2004), the D1974 lava flow has been identified and used as a planetary analog flow by
several groups. The low slope morphology of the D1974 flow and the SW rift zone in general is analogous
to volcanic terrains on both the lunar and martian surface and has been used to as an analog to understand
physical lava flow emplacement on Mars (Bleacher et al., 2015; Hamilton et al., 2015) due to the variety of
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flow textures and structures that are preserved (Soule et al., 2004) and remain unburied within this short-
lived flow event. Additionally, this environment includes long-lived sites of fumarolic activity (Sutton &
Elias, 2014) that has contributed to host rock alteration in the region, which has served as a basis for inter-
preting martian data (Chemtob et al., 2010; Seelos et al., 2010). The local environment of the D1974 flow is
an arid climate in the Kaʻū Desert that experiences occasional damp periods. The interaction of limited pre-
cipitation with the D1974 flow, along with the proximity of the flow to the active caldera, with the basaltic
composition produces alteration materials (Schiffman et al., 2006), which are comparable to those identified
recently by the martian rovers (Chemtob et al., 2010; Seelos et al., 2010). Additionally, like the majority of the
martian surface, almost all of the materials at the site are volcanic in origin. This includes the basaltic lava
flows (both the D1974 flow and the older flow underneath it), volcanoclastic sediments eroded by fluvial
and eolian processes and deposited in and around the flow, and tephra, both lapilli and fine basaltic glass
strands (e.g., Pele’s hair).

Three EVAs were conducted at the D1974 flow in May/June of 2015 to characterize each EVA site and collect a
suite of samples representing the geologic, geochemical, and mineralogical variability at each site. Major
science objectives for each of the three EVAs at the D1974 flow were to: characterize the composition of
the flow, evaluate the morphology and emplacement history of the flow, and to determine the alteration
history of the flow postemplacement. Instruments used during this deployment were LiDAR (light detection
and ranging), an infrared spectral imager, an XRD, and a handheld XRF. These instruments will be discussed in
detail in Section 3. Each EVA included three crewmembers: one NASA astronaut and two geologists.
2.3.1.2. Kilbourne Hole, Potrillo Volcanic Field, NM
The second RIS4E field deployment was conducted at the Kilbourne Hole maar volcanic structure in New
Mexico (Figure 3). Used as a planetary analog site since the Apollo field training trips, Kilbourne Hole is the
largest in a chain of maars that formed from the interaction of near-surface magma and water-saturated
ground (Hoffer, 1976; Julian & Zidek, 1991). Four EVAs were conducted in June 2017 to explore the phreato-
magmatic and other volcanic deposits at Kilbourne Hole. Three EVAs looked at the layered phreatomagmatic
explosive deposits and their interaction with the local basaltic deposits while the fourth EVA examined the
mantle xenoliths erupted at the site. The xenoliths are an ideal target for in situ instrumentation as these fea-
tures examined in context with the fine layering at Kilbourne Hole are challenging to sample but easy to
access with handheld instrumentation. The in situ analytical capabilities available to RIS4E crewmembers
meant that they were able to get contextual data about these features without damaging them. The major
science objectives for the four Kilbourne Hole EVAs were to evaluate what the Kilbourne Hole structure
was, to determine (if the structure turned out to be volcanic, as the crew did not have confirmation of that
prior to the first EVA) what the eruptive history of the region might be, and to evaluate the composition of
both the primary features at the structure as well as the xenoliths themselves. The Kilbourne Hole EVAs were
conducted by one NASA astronaut and one field geologist to provide both operational and scientific
feedback. Instruments available to the crew on these EVAs included LiDAR, an infrared spectral imager, a
handheld XRF, and a laser-induced breakdown spectrometer (LIBS), all of which will be discussed in detail in
Section 3. Low-altitude remote sensing data were collected independently of the EVAs using an unmanned
aerial vehicle (UAV) to provide detailed geology and topography for later assessment of the field site and
science objectives (Figure 3).

3. Field Portable Instrumentation

This study was conducted with two different types of instrumentation, each designed to be implemented in
one of two different stages of an EVA: 1) site-scanning technologies initiated from the simulated rover
parking location (the starting locations for each EVA), and 2) portable instruments to be deployed by the
crew during the EVA itself. Below we discuss each technology, any precedent there may be for the technique
being deployed on another planetary surface, the procedure for deploying each instrument, and any other
operational considerations or constraints involved with the instruments. Instruments used in this study are
listed in Table 1 and described below.

3.1. Site Scanning Technologies

Site scanning instruments can be deployed to provide contextual data for an EVA site. In a Desert RATS-like
scenario, the instruments may be mounted on a rover platform, allowing for data collection of a site (Site of
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Interest, or SOI) as soon as the crew parks next to the SOI. For RIS4E EVAs, the crew would approach an SOI on
foot, following a track while being cognizant of theMMSEV’s capabilities, and select a simulated rover parking
spot where they could begin each EVA. As rovers were not used, RIS4E simulated EVAs included crews
operating the scanning instruments by instructing each instrument team to initialize data collection once
the crew chose the simulated rover parking location.
3.1.1. Cameras and General Site Context With Audio Notes
Tools used in Desert RATS included a Gigapan camera (a high-resolution panoramic imaging system)
mounted on the top of the rover (Young et al., 2013), and correspondingly, RIS4E deployments used cameras
that were used to document each SOI. Photos were taken by the RIS4E crews of sampling locations during the
EVA, but prior to rover egress, the crews took context photos of each SOI showing the site with a broad field
of view. Additionally, the LiDAR and infrared spectral instruments acquired photographs as part of their data
acquisition procedures, which RIS4E crews could access as analogs for Gigapan images. The crew took pic-
tures with handheld cameras of the entire outcrop to be sampled upon approach to the site, documenting
overall geologic context (or a general description of the site and how it fits into the broader exploration zone)
in addition to specific site photos. The crew also took this opportunity to describe the site from their perspec-
tive and state the plan for the EVA aloud. Each crewmember wore a chest-mounted GoPro camera that con-
tinually recorded audio and video data so these observations were continually captured. The audio and
photographic data taken during these steps provided valuable follow-up information for noncrew members
to put all other data taken during the EVA into context after the mission.

Figure 3. The rim of the Kilbourne Hole maar volcanic crater showing the geology and topography for RIS4E EVA fieldwork.
(a) An orthoimage created from UAV camera data show the pervasive light-toned sediments that mantle most of the area,
above and below the crater rim. The rim walls expose a variety of different dark and light layers targeted during the RIS4E
EVAs, and vegetation cover is sparse. (b) A high-resolution digital terrain model (DTM) shows the smooth plateau (bottom
right) and the typical erosion pattern with gullies in crater walls and a dendritic pattern of steams in the crater floor.

Table 1
Table Showing All Instruments Used in This Study, What They Measure, and Their Science Value

Instrument Measurement Science value

Cameras (Gigapan, GoPro) Photographs and Panoramic Images Site context for field operations
and science objectivesTerrestrial Laser Scanning

(tripod-mounted LiDAR)
Surface geometry and elevation

Infrared spectral imaging Quantitative and qualitative information
on surface mineralogy and textures

Low-altitude remote sensing
(kite and UAV)

Photographs and DTM data

XRF In situ geochemistry Real-time data for increased scientific
understanding, for decision making,
and for sample triage

LIBS In situ geochemistry
XRD In situ mineralogy

Note. LIDAR = light detection and ranging; UAV = unmanned aerial vehicle; XRF = X-ray fluorescence spectrometer;
LIBS = laser-induced breakdown spectrometer; XRD = X-ray diffraction.
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3.1.2. LiDAR
LiDAR is a method of accurately obtaining surface geometry and elevation
by bouncing pulses of light off an interface, detecting their return and
precisely measuring the two-way travel time. Developed for military appli-
cations, LiDAR is now commonly used in atmospheric studies (e.g., Devara
et al., 1995) and geomorphology (e.g., Carter et al., 2001). LiDAR data are
also increasingly being used for mapping volcanoes and their eruptive
products (e.g., Cashman et al., 2013) by characterizing the intensity of laser
returns from lava flows (Mazzarini et al., 2007) or deriving highly accurate
digital terrain models (DTMs) of active flows (Favalli et al., 2010) and
deposits (e.g., Csatho et al., 2008; Scott et al., 2008). LiDAR observations
have also been used to map surface roughness and differentiate lava flow
terrains (Morris et al., 2008; Whelley et al., 2014; Whelley, Garry, et al., 2017;
Whelley, Scheidt, et al., 2017). Terrestrial Laser Scanning (TLS) is a type of
LiDAR scanning, used at each RIS4E EVA location that uses a tripod-
mounted instrument (Figure 4).

TLS has not been operated on any planet besides Earth. However, topo-
graphic data are routinely derived from lander and rover based images
using photogrammetry (e.g., Maimone et al., 2004). This process utilizes
two or more camera images taken from different positions with a known
baseline distance. The observed parallax of objects common to two or
more images and the correlation between image pixels are used to trian-
gulate and estimate the distances and positions of objects in the field of
view (e.g., Asal et al., 2000; Maimone et al., 2006; Stal et al., 2013, and refer-
ences therein). Photogrammetry has been augmented with LiDAR data as
well (Larsen, 2014; Scheidt et al., 2015; Stal et al., 2013; Whelley, Garry, et al.,
2017; Whelley, Scheidt, et al., 2017). For these reasons, future landed and
roving spacecraft are likely to carry a combination of camera and LiDAR
instruments that provide integrated image and distance data (Chen
et al., 2017; Shaukat et al., 2016).

In this study, a Riegl VZ400 (Figure 4) was used during RIS4E EVAs as a
site-scanning instrument to collect TLS data at each SOI. For each given
EVA, a scan was initiated by the RIS4E crews from the simulated rover

parking location prior to egress, which would later serve as a base data set on which in situ data could
be overlain. The TLS was mounted on a tripod, about 1.5 m tall and approximately 10 m from the EVA loca-
tion, in the location the crew chose for the simulated rover parking and egress location. Each scan was
taken with 0.04° angular spacing, which achieved 7-cm spacing between points 100 m from the scanner.
This setting was empirically determined as it is the optimum balance between instrument scanning time
and data resolution. The instrument’s vertical field of view was 100° and extended 40° below horizontal
and 60° above horizontal. A rotating stage enabled data to be collected from all directions. Photographs
were taken using a top mounted digital camera that facilitated colorization of the TLS point cloud for con-
text and could also be accessed by the crews in place of the Gigapan images that were available to the
Desert RATS crews. A Trimble R8 Global Navigation Satellite System (GNSS) Global Positioning System
(GPS) receiver was mounted on top of the camera (Figure 4) to place the scanner and image data in a geo-
graphic reference frame.

One additional consideration is that the TLS field of view must be completely free of unwanted obstruc-
tions in the scene for the entire duration of the scan. In the RIS4E EVA scenario, this implies that the
crew should initiate the scan immediately after parking at the site. While they prepared for the EVA
and simulated egressing from the rover, the TLS scan could run, requiring no interaction with the crew,
so that it was completed by the time the crew were ready to work within the field of view. Once the
decision to begin an EVA, and therefore to initiate a LiDAR scan, was made, the setup and scan time
was approximately 20 min, although future technological advances are likely to decrease this
acquisition time.

Figure 4. After (Whelley, Garry, et al., 2017; Whelley, Scheidt, et al., 2017): TLS
field setup. Crews initiated TLS data collection after choosing a simulated
rover parking location. TLS data served as a base map for all other data.

10.1029/2018EA000378Earth and Space Science

YOUNG ET AL. 704



3.1.3. Infrared Spectral Imaging
Infrared spectral imaging is a passive remote sensing technique that provides quantitative and qualitative
information on surface mineralogy and textures. Depending on the wavelength range, spectral resolution
and number of spectral channels, infrared spectral imaging can also be used to measure surface and atmo-
spheric temperatures, atmospheric compositional properties, and study transient atmospheric phenomena
such as gas plumes or suspended dust. Both near infrared (NIR) and thermal infrared (TIR) spectral imagers
have been incorporated in orbital and/or rover missions to the Moon, Mars, and a range of other solar system
bodies. From orbit, examples of these include the Thermal Emission Imaging System in orbit around Mars on
the Mars Odyssey spacecraft (Christensen et al., 2004), the Observatoire pour la Minéralogie, l’Eau, les Glaces
et l’Activité instrument orbiting Mars on the Mars Express spacecraft (Bibring et al., 2005), the Compact
Reconnaissance Imaging Spectrometer for Mars on the Mars Reconnaissance Orbiter (Murchie et al., 2007),
the Moon Mineralogy Mapper that orbited the Moon on the Chandrayaan-1 spacecraft (Green et al., 2011),
the Diviner Lunar Radiometer Experiment orbiting the Moon on the Lunar Reconnaissance Orbiter (Paige
et al., 2010), and the Visible and Infrared Mapping Spectrometer that imaged Saturn on the Cassini spacecraft
(Brown et al., 2004). From the ground, the Panoramic Camera (Bell et al., 2003) and MastCam (Grotzinger
et al., 2012) multispectral near-IR instruments were incorporated into the Mars Exploration Rover (MER)
and Mars Science Laboratory (MSL) missions, respectively. Infrared point spectrometers have also been
incorporated on numerous orbital and lander/rover missions. Additionally, demonstration of ground-based
infrared spectral imaging in terrestrial exploratory studies have recently been progressing (Greenberger
et al., 2015; Ramsey & Harris, 2012). For future human exploration of planetary bodies, infrared spectral
imaging could be a useful tool for tactical guidance and/or documentation of unit spatial distributions
and sample context.

In this work, we deployed two types of TIR spectral imagers: a simulated multispectral frame imager
(Figure 5a), measuring five channels with an approximate bandwidth of 0.5–1.0 μm, and a scanning hyper-
spectral imager (Figure 5b), measuring over 30 channels with a 20 cm�1 spectral resolution. Both instruments
sense thermal radiance between approximately 8–13 μm (which captures the major spectral features of sili-
cate geological materials abundantly found at our field sites, and also is a wavelength region where Earth’s
atmosphere is relatively transparent). The simulated multispectral frame imager used in this work acquires
single frame images, with a field of view of roughly 25 × 19°. The hyperspectral imager used in this work
has a vertical field of view of 9° and a user-selectable image width, allowing for panoramic data acquisition.

We simulated a multispectral frame imager by manually placing optical bandpass filters on a lens mount in
front of a commercially available thermal camera. The center wavelengths of these filters are 8.3, 8.6, 9.1,
10.3, and 11.3 μm (filter functions shown in Appendix A.1 of Ito et al., 2018), which were chosen to identify
silicate minerals by capturing their major spectral features (reststrahlen bands). Five images, one for each fil-
ter, were acquired within a time frame of approximately 3 min. An additional image is acquired without filters,
bringing the total acquisition time to approximately 3–4 min. Because the filters are outside of the optical
path between the detector and internal calibration target, accurate radiometric calibration required external
calibration targets (Figure 5a). Typical setup times for the calibration targets and camera were approximately
10–25 min, which included the time spent unloading the targets from backpacks, wiring the targets to data
loggers and heater, deciding placement of the targets (based on distance from imager and orientation rela-
tive to the imager), allowing the target heater to reach appropriate temperature, and assembly of the tripod
and camera. It is important to note that both the simulated multispectral instrument as well as the calibration
targets were not commercial products, and thus not as ideally packaged or streamlined as would be expected
for a commercial or flight instrument.

The hyperspectral panoramas were acquired using a prototype instrument under development by Spectrum
Photonics, Inc. (Figure 5b). Data acquisition times, which included a measurement of an external calibration
target to the side of the scene, were approximately 4 min. Setup of the instrument involved assembly of tri-
pod, connection to power source and laptop, and verification of mirror alignments. The duration of these
setup activities ranged from 3 to 5 min. The same constraints exist here as with the TLS operation, as ideal
data acquisition will not contain people in the images. These data are therefore best collected as part of
the initial data collection procedure, initialized by the crew when they initially park the rover at the EVA site.
Details about theories, instruments, results, and limitations of infrared spectral imaging and its use in geolo-
gical field work can be found in Ito et al., this volume.
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3.1.4. Low-Altitude Remote Sensing
Although the TLS data provide high-resolution topographic information about each sampling site, we also
collected high-resolution aerial images of the site in order to provide a broader overhead field of view of
the geologic context for field operations and science objectives. The activity was conducted separately from
the EVA to evaluate the technology’s potential to add mission value and possible future integration into EVA
operations. Several airborne systems have been considered for planetary missions, including helicopters
(Novak et al., 2015), airplanes (Levine et al., 2003) and balloons (Greeley et al., 1996). The Mars Helicopter
Scout is a robotic helicopter that will help scout science investigation targets and aid navigation for the
Mars 2020 rover. This UAV will have a camera for navigation during flights (2–3 min in duration each) and
a second camera to collect high spatial resolution color imagery of the martian surface. Our team has
employed both kite and UAV borne camera systems in previous NASA-funded studies for terrestrial analog
work, such as PGG (Planetary Geology and Geophysics) and mission scenarios to demonstrate the value of
low-altitude airborne imaging technologies (SSERVI RIS4E). A range of data acquisition scenarios was tested,
specifically different aerial platforms and modes of image acquisition.

In the first use case scenario, the addition of a synoptic point of view from a single low-altitude aerial image
greatly enhanced operational awareness (Figure 6a). We utilized a kite-tethered aerial camera system with
radio-controlled pointing to observe surface conditions and EVA activities. At a slant distance of roughly
50 m, we observed from live video at an off-nadir point of view with high fidelity (effective spatial resolution
was about 2 cm per pixel). The radio control allowed camera-pointing adjustments and triggering high spatial
resolution still images to focus on the EVA team or points of geological significance. With little time lag or
data postprocessing requirements, this capability allows rapid connections between observations on the
ground and synoptic information seen from an aerial perspective. For example, the aerial extent of smooth
versus rough lava textures can be seen (Figure 6a). This information is sufficient to allow the field team to
make adjustments for safe navigation or data collection. The results of this experiment were positive, but
the effect of increasing altitude and distance of the camera was not tested here.

Figure 5. (a) A typical setup of multispectral frame imager and external calibration targets in the field. (b) Scanning hyper-
spectral imager (image credit: Spectrum Photonics, Inc.). (c–d) Example data product from infrared spectral imaging.
The scene is at Kilauea field site seen in visible light (c) and false color infrared (d), derived from the multispectral frame
imager. Compositional and/or textural variations in the scene are captured.
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In a second use case scenario, advanced capabilities were tested using the aerial image data from both kite
and UAV systems. Multiview stereophotogrammetry (MVSP) methods (Scheidt et al., 2015) are capable of
generating centimeter to sub centimeter resolution orthoimages and DTM data (Figure 3), where the spatial
resolution is dependent on operational parameters such as look angle, imaging altitude, lens focal length and
the camera sensor size. Prior to data acquisition, a flight plan is designed to collect aerial images with suffi-
cient overlap (60–80%) to allow for MVSP, typically a grid pattern. Mission planning for UAV missions, and
therefore the resource requirements for postprocessing, is highly efficient because the minimum number
of images needed to produce a DTM is collected according to a preconfigured flight plan. The orthoimage
and DTM of Kilbourne Hole was produced in the weeks following the UAV data collection phase.
Utilization of a kite system was different because images were collected based on a timed camera trigger,
set to a 3-s interval, resulting in sufficient overlap but an oversampled grid. For both kite and UAV systems,
postprocessing and production is time-consuming and requires processing power to develop these science
products fully. Although rapid production of low spatial resolution products is possible, the full capability was
not practical or tested during EVAs.

In the field, kite and UAV systems have different operational advantages, but they produce equally useful pro-
ducts. For example, images acquired from a kite-borne 10 megapixel resolution camera at an altitude of
approximately 60 mwere used to create orthoimage data (1.8 cm per pixel) and DTMs (7 cm per pixel) of lava
flows at the D1974 lava flow (Scheidt et al., 2015). The resulting raw data, a cloud of three-dimensional points,
are comparable in format and quality to TLS data (Scheidt et al., 2015; Whelley, Garry, et al., 2017; Whelley,
Scheidt, et al., 2017), which also allowed the production of a fused photogrammetric and TLS data set that
accurately represented the ground surface. Approximately 500 m2 of flat terrain can be surveyed using a
kite-borne platform over a period of 1 hr, including setup, take-off and landing of the aerial equipment.
Operational constraints of using a kite include the need for fairly consistent and reliable wind direction
and speed, necessary to launch and control the imaging system. Although a kite-borne imaging asset would
only be relevant in a mission scenario on a planet with an atmosphere, it is unlikely due to its complexity, but
should not be ruled out as a low-tech deployable tool pending further technical modifications. A kite-borne
system ultimately becomes impractical for area-wide low-altitude remote sensing and mapping for a crewed
planetary mission because coverage would likely be achieved by a crewmember on foot, manually translat-
ing the camera system around the region of interest.

For RIS4E EVAs, these data serve as a simulated mission analog where the expectation is that there would be
similar data sets available to mission planners from orbital or other deployable low-altitude remote sensing

Figure 6. (a) Kite-borne image of an EVA site from the D1974 flow, HI, field site showing the RIS4E EVA field methodology.
The crew is investigating the surface while the instrument teams standby for the crew to request data. Additionally, each
RIS4E deployment included a team of Science Journalism students from Stony Brook University embedded in the RIS4E
team to learn about conducting field science and integrating science and human exploration (Jones et al., 2017). (b) The
Trimble UX5-HP, a fixed-wing UAV, was deployed at Kilbourne Hole to acquire images and DTM data to provide a broad
field of view of the RIS4E field site.
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assets. For example, the use of a Trimble UX5-HP (Figure 6b), a fixed-wing UAV, was tested at Kilbourne Hole
to rapidly acquire data of the crater rim (Figure 3). This system was equipped with a higher resolution camera
(Sony a7R) and images were used to produce a 1 cm per pixel orthoimage and DTM data without the use of a
time-consuming survey of ground control points using a dGPS (Differential Global Positioning System). The
aircraft was launched from a stationary location using a catapult (Figure 6b). A preprogrammed flight guided
the aircraft to the region of interest to acquire multiple overlapping images. The aircraft has advanced
onboard dGPS and navigation systems that allow the crew to monitor the flight remotely. These systems
allow for each 36-megapixel camera image to be oriented in a precise three-dimensional position and orien-
tation and enables the completion of the photogrammetric survey with little manual effort. The aircraft lands
automatically at the take-off location, and data are downloaded shortly after for calibration, postprocessing
and production of remote sensing orthoimages and DTM data. Although a rigorous investigation of how spa-
tial resolution affects situational awareness for EVAmission has not yet been completed, image data from the
UX5-HP in low (15-mm lens, 4 cm per pixel) and high (35 mm lens, 1 cm per pixel) spatial resolution modes
give clues to the usefulness of low-altitude UAV image data. Images captured at a lower mode have far less
fidelity in identifying individual field crewmembers and specific activities.

3.2. In Situ Analytical Technologies

Whereas the instruments discussed above are used upon crew arrival at an SOI to characterize the area from a
distance and in general to provide field of view contextual data (and conceivably a base map) for all other
data and samples collected during an EVA, the instruments discussed in this section are all capable of provid-
ing data in real time to a crewmember during the EVA. These technologies are operated by a crewmember
(with varying levels of involvement) and will result in the return of data that can be assimilated and incorpo-
rated on an EVA-by-EVA basis. These data can be used both for tactical decisionmaking (or information that is
incorporated real time during an EVA that influences how the rest of that EVA is conducted) and for strategic
decision making (or information that is incorporated in between different EVAs that influences how the rest
of a mission’s EVAs are designed and conducted; Hollnagel, 1993; Feigh et al., 2007). Each in situ technology
used in this study is discussed here, with an introduction of each instrument, its involvement on any prior pla-
netary missions, and the operational framework used for each instrument for the RIS4E study. It should be
noted that the crewmembers were entirely responsible for selecting a location where in situ data would
be obtained. These decisions were based entirely on the crewmember’s preferences about what they wanted
to determine about their exploration zone. For example, in some cases, a crewmember just wanted a com-
prehensive in situ picture of the geochemical diversity at a site, meaning that they would request an in situ
measurement at each new rock unit they delineated in the field. In other cases, they wanted to understand if
there were differences between one sample or outcrop encountered in the field and a previous sample,
which at times impacted their sampling decisions. These decisions were based also on the EVA objectives
for each site, which are described above.

3.2.1. hXRF
Laboratory XRF is a well-established and frequently used technique in obtaining diagnostic compositional
data on geological samples (Beckhoff et al., 2006; von Hevesy, 1932; Jenkins et al., 1995; Jenkins, 1999;
Norrish & Hutton, 1969; Norrish & Chappell, 1977; Parrish, 1956; Shaw, 1952; etc.). Recently, developments
in x-ray tube and detector technologies have resulted in miniaturized, field-portable instruments that enable
new applications. Several companies (i.e., ThermoScientific, Bruker, and Olympus) have led the way in devel-
oping handheld XRF (hXRF) analyzers for use in industrial, commercial, and scientific applications (e.g.,
Shrivastava et al., 2005; Markey et al., 2008; Margui et al., 2012; among many others). All RIS4E work uses
an Olympus Innov-X DELTA Premium Handheld XRF Analyzer. Weighing roughly two kilograms, the instru-
ment is equipped with a rechargeable Li-ion battery, a large-area silicon drift detector (with a resolution of
approximately 145 eV), and a 4 W Rh anode X-ray tube that provides the excitation source. The x-ray tube
geometry and variable excitation source (ranging from 10 to 40 keV) configurations allows for the analysis
of a large range of the periodic table. The hXRF used in this study is capable of analyzing elements Mg and
heavier, though the major elements (Mg, Al, Si, P, K, Ca, Ti, Mn, and Fe) were the focus of this study due to
the robust calibration curves determined in Young et al. (2016). Additional work is in progress now to develop
robust calibration curves for the majority of the elements that the hXRF is able to detect. While traditionally
used in industry and mining as well as the archeological applications referenced above, the hXRF has more

10.1029/2018EA000378Earth and Space Science

YOUNG ET AL. 708



recently been calibrated for use in geologic settings and is beginning to be integrated into analog missions
for planetary surface exploration (Young et al., 2011, 2012, 2014, 2015, 2016).

There is precedent for deploying similar in situ analyzers on other planetary surfaces as four martian rovers
(Pathfinder, MER Spirit and Opportunity, and MSL Curiosity) have operated or are currently operating
Alpha Particle X-Ray Spectrometers (APXS; Rieder et al., 1997, 2003; Gellert et al., 2009). The APXS measure-
ments made on the surface of Mars have been crucial in documenting and understanding the in situ chem-
istry at each landing site and fitting this chemistry in to a broader geologic context (or how each analysis
location fits into the geologic history of the exploration zone as a whole). In addition to the numerous scien-
tific contributions that the APXS measurements have contributed to (e.g., Ming et al., 2006; Squyres et al.,
2004; Squyres et al., 2008), one major operational advantage of the instrument is its ability to provide rapid
(relative to laboratory analyses) compositional information about all sampling sites and traverse locations.
Though the most robust data come from lengthy, several-hours-long collection times, the instrument is also
capable of shorter integrations when a quicker compositional look is warranted (Rieder et al., 1997). This phi-
losophy of quicker, snapshot views of a sample of interest as compared to more robust, longer integrations is
a crucial one, and it will be discussed later in this paper.

Whereas APXS technology has been deployed on several robotic platforms, this RIS4E effort describes the use
of a similar technology, hXRF, in crewed planetary surface exploration. The deployment procedure used dur-
ing RIS4E EVAs is discussed here.

1. The crew decides on hXRF sampling sites of interest while conducting an EVA. These decisions are based
on understanding the geologic history of the SOI, determining high priority sampling locations, and
answering more detailed, site-specific scientific questions that may arise depending on the chosen EVA
location.

2. Depending on the scientific question that the crew seeks to answer, minimal sample preparation is com-
pleted. For example, if the crew wants to understand the chemistry of a fresh sample unobscured by
weathering products, they use a tool (i.e., a rock hammer or rock abrasion tool) to create a fresh sampling
surface. If the crew instead wants to interrogate the natural surface (e.g., a weathering rind), no or very
minimal sample preparation is necessary.

3. The crew places the nose cone of the hXRF on the site of interest (Figure 8a). In this case, the instrument
window is 8 mm on a side, meaning that the analyzer will give the user the composition of that area on
the sample. Care must be taken when placing the instrument on the sample to ensure the correct
8 mm × 8 mm area is being analyzed. Flat, homogenous surfaces are best suited for data collection.

4. The current integration, or analysis, time for the commercial XRF analyzer is 60 s. This integration time was
determined empirically by Young et al. (2016) as appropriate for relevant analog terrains with the current
Olympus model. It should be noted that future instruments under development may bring this integra-
tion time to less than 60 s, in which case all timeline information presented here can be easily amended.
This study takes only one 60-s measurement per spot, as this was also empirically determined to be repre-
sentative of the bulk chemistry of each analyzed location.

5. After integration is complete, the crew removes the analyzer from the sample. The crew will then photo
document the precise location of the analyzed spot as well as broader field of view images showing where
the analyzed spot sits in context with the EVA site or outcrop as a whole. If only one crewmember is pre-
sent, they can point at the spot (to show the precise analysis area) and take a photo. If at least two crew-
members are present (as was the case for RIS4E EVAs), the first crewmember can spend the 60 s of analysis
time holding the hXRF in place while the second crewmember can photo document the site during the
same 60 s.

6. After analysis and photography, documentation is required noting the instrument analysis number, image
number, and any associated descriptions (i.e., site description or rationale for the analysis). Though a field
book was used in the RIS4E deployments, voice documentation (either to an IV crewmember located
nearby or via an onboard recording device) is preferable in a planetary exploration setting. This is the
technique used in Desert RATS and is likely how astronauts will document field sites in the future.

All of the steps described above yielded a total data acquisition time for one sampling spot of 2 min. Again,
should the instrument integration time decrease through future technology advancements, this total time
would directly reflect that change.
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3.2.2. Laser-Induced Breakdown Spectroscopy
The use of laser-induced breakdown spectroscopy (LIBS) on planetary bodies, specifically Mars, has been well
documented and proven as a highly useful addition to rover payloads (e.g., Blaney et al., 2014; Clegg et al.,
2014; Graff et al., 2011; Maurice et al., 2016; Meslin et al., 2013; Nachon et al., 2014; Ollila et al., 2013;
Schröder et al., 2015; Wiens et al., 2012). Additionally, laboratory work continues to demonstrate the useful-
ness of this technique under Mars-like conditions (e.g., Boucher et al., 2015; Dyar et al., 2011, 2012). This study
uses a field portable SciAps Z-300 Handheld LIBS Analyzer to assess the elemental chemistry of materials at
each EVA location at the Potrillo Volcanic Field. Similar to the hXRF, the LIBS weighs approximately 4 pounds
(2 kg) and uses a rechargeable Li-ion battery. It includes two stacked high-resolution spectrometers that
together span a spectral range from 190 to 950 nm to identify elements from H to U, though the detection
limits vary depending on the element. The instrument emits a 1,064-nm laser pulse to ablate a small volume
of sample that generates a plasma plume. Each analysis occurs in the presence of an automated Ar purge
deployed in front of the analyzer; this improves line intensity compared to operation in atmosphere. The
Ar purge is used to provide an inert atmosphere in which the plasma can be analyzed. Optimal Ar pressure
is 12–14 psi, and the Ar tanks are changed out in the instrument when the pressure drops below 12 psi. This
aids in the quantification of the data as it improves precision and detection limits. An integrated camera
allows the user to see the area that will be lased. These analyses provide geochemical information to help
address in-field science questions, as well as serve as a way to visually triage interesting samples to high
grade for further laboratory analyses.

The use of the handheld LIBS is complementary to hXRF analyses in that LIBS allows for the quantification of
several light elements that are not possible to detect with hXRF (e.g., H, C, N, and O). Specifically, the Limit of
Detection (LOD) for these elements are as follows: LOD for H< 0.1 wt.%; LOD for C = 0.1–0.2 wt. % under opti-
mal conditions; LOD for N > 0.5–1.0 wt.%; LOD for O = 1–5 wt.%. Though these LODs are well established for
alloy samples, as the LIBS is primarily used in metal and alloy quality control work, there are additional efforts
currently underway to refine these LODs for geological samples. While XRF provides quantitative measure-
ments of most elements, and element identification is based on detection of intensity at well-understood
and straightforward fluoresced wavelengths, the LIBS relies on detection of element spectral lines and cali-
bration curves developed using standards to determine quantitative abundances of elements. The handheld
LIBS cannot currently quantitatively analyze loose powders and/or sediments as the laser shot will disperse
the powder and greatly reduce the accuracy of the geochemical analysis, but some work on optimizing these
analyzes is ongoing. XRF, however, can analyze loose sediments, something done in several locations by the
EVA crews (in these terrestrial field deployments loose sediments can be sampled and pressed into pellets for
LIBS analyses in the laboratory at a later date if these data are desired and time allows). The LIBS has two pre-
programed raster grids of laser points for a given sample area, 3 × 4 and 16 × 16 (each laser point in a raster
has a spot size of approximately 50 μm). Those individual laser spots are averaged together and both the
average elemental composition and the spectra are reported in real time on the LIBS display. We acquire
three rasters, where each raster is a 3 × 4 grid (resulting in 12 individual pulse locations, where there are 2
cleaning pulse shots and 3 data pulse shots), for a total of 60 individual pulses. A wavelength calibration is
done every 30–40 shots and the calibration is done on the internal stainless steel plate. Even for the largest
raster, the total area of the sample assessed is smaller than the XRF spot size (approximately 2.5 × 3 mm, not
hitting the material in between the spots in that analysis area; Figure 7). Typical analyses are for bulk chem-
istry of the desired sample; in this case, three closely spaced areas are measured and the chemistry of those
averaged to represent a given sample measurement. This results in an area not the same as, but more com-
parable, to the area assessed by the hXRF, than is enabled by a single raster area measurement. Additionally,
the LIBS has a camera that allows the user to identify the specific sample location for which they want to
acquire data. In this study, the viewfinder was used to select a location representative of the bulk rock to
ensure that the three shots analyzed by the LIBS is comparable to the bulk composition obtained by the
XRF. A benefit of this LIBS capability is that the user can also select individual phenocrysts for analysis.
These should not be directly compared to bulk XRF analyses but can be used as an additional data set.
This study, however, focuses only on analyses comparable to those obtained by the XRF. Some scientific
questions and analyses benefit from chemical analysis of the smaller LIBS spot area. For example, if differ-
ences in the chemistry of small-scale features such as veins or particular grains are desired, these can be tar-
geted in one analysis given the small spot size of the LIBS (Figure 8).
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The operational framework is similar to that for the hXRF that was
described in the previous section with the following differences:

1. The LIBS window must be placed flat on the desired sample spot in
order for the laser to fire all shots. If the window is not fully covered
or if the LIBS is moved during the analysis then the laser will cease firing
and the sample will need to be reanalyzed. The integrated camera can
be used to identify the specific sampling location, indicated by a red
box in the viewing window. Three analyses were acquired for each
sample of interest.

2. The integration time for the commercial LIBS is approximately 30 s for a
raster of 3 × 4 (as long as the laser does not misfire as described above).
Thirty seconds was determined because, even though the actual data
collection takes only a couple of seconds, extra time is required to find
an optimal position with the instrument for data collection so the LIBS
does not misfire.

The total data acquisition time for one sampling spot including notes and
photographs as described in the previous section is less than 2 min, com-
parable to the hXRF. We used and recommend using the hXRF first, as this
instrument is non-destructive to the sample. The LIBS should be deployed
second on the same location as the hXRF, using the viewfinder as men-
tioned above to find representative locations. If additional data is collected
(i.e., XRD, VNIR), then it should be collected a few centimeters away from
the hXRF/LIBS sampling location to avoid sampling where the mineralogy
may have been altered as a result of the LIBS sampling.

3.2.3. X-Ray Diffraction
A field portable X-ray diffraction (XRD) was deployed only at the Kīlauea site. XRD is a technique that has been
long used to study terrestrial mineralogy. Traditionally, XRD measurements have been limited to laboratory
instruments with large masses and spatial footprints with substantial power requirements, and oftentimes
require specialized sample preparation. However, miniaturized X-ray sources and detector technologies,
and a novel sample cell design that allows diffraction measurements in a compact transmission geometry
have since been developed. These improvements enabled an XRD instrument, the Chemistry and
Mineralogy (CheMin) instrument, to be incorporated into a flight payload for the first time, on the MSL
Curiosity rover (Blake et al., 2012). CheMin is tasked with investigating the mineralogy and chemistry of
selected rocks and sediments encountered by Curiosity, and was instrumental in the discoveries of Fe-

Figure 8. The field portable instrumentation available to the RIS4E crewmembers for in situ chemical and mineralogical
analyses are shown. (a) The XRF spectrometer is handheld and acquires geochemical data with a 60-s data collection
time. (b) The LIBS instrument is also handheld and provides data on the same time scales as the hXRF. (c) The XRD provides
both mineralogy and chemistry information after longer integration times and some sample preparation.

Figure 7. The pits created by the laser shots from the LIBS instrument are
visible here (at tips of arrows). The pits are in a 3 × 4 raster in the blue- and
yellow-coated surface of the D1974 lava flow.
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saponite and akaganéite in the Yellowknife Bay mudstone (Vaniman et al., 2014), 2:1 phyllosilicates, hematite
and jarosite in the lower section of the Murray Formation (Rampe et al., 2017), and tridymite and opaline silica
upsection in the Murray Formation (Morris et al., 2016). The success of the Curiosity CheMin analyses
prompted the use of comparable field XRD analyses in our study. We deployed an Olympus Terra field
portable X-ray diffractometer (with CheMin-like sample geometry, detector, and X-ray tube) in the field to
investigate local mineralogy. The Terra instrument weighs approximately 14.5 kg, is housed in a compact
rugged case the size of a large briefcase and is powered by rechargeable Li-ion batteries. It incorporates a
miniaturized 10 W, 30 kV X-ray tube (Co Kα radiation) and a 2-D Peltier-cooled charge-coupled device. The
unique sample vibration chamber requires small sample masses (approximately 20 mg) and mitigates any
preferred orientation effects in patterns. Standard patterns have a 2θ range of 5–55°, and 2θ resolution of
0.25° full width at half maximum (FWHM). In addition, the detector has energy discrimination capability that
reduces background from scatter and fluorescence and also allows some semiquantitative XRF data on
elemental chemistry from elements Ca-U. These data can be helpful in constraining the mineralogy of
samples and can be compared to the more quantitative XRF data obtained through hXRF analysis. The
operational procedures for collecting data using the Terra XRD were as follows:

1. Select a sample for XRD analysis. Sample selection philosophies will be discussed in greater detail in
section 4.

2. Samples must be prepared with a particle size of <150 μm. For RIS4E analyses, we used a mortar and
pestle or dremel drill to grind or powder the sample, then sieved the resulting powder to<150 μmbefore
loading the powder into the sample cell. Depending on the hardness of the sample, crushing/dremeling
the sample can take up to 5 min and loading the sample cell can take up to 2 min.

3. Sample integration time for the XRD is variable. Depending on the complexity of the sample (number and
crystallinity of sample components) and the quality of data needed, a crewmember may choose to inte-
grate for only a few minutes (for good quality data from single minerals or simple mineral mixtures) or for
as long as a couple of hours (for very high-quality data of more complex samples). The pattern is updated
in real time in the software with each exposure, so after a few minutes of integration time (generally less
than 3 min), it is possible to determine if the sample is relatively simple or complex. In the case of a com-
plex sample, 30 min integration was found to usually be a reasonable compromise between data quality
and time. In terms of data quality, we reiterate that the mission scenario under consideration here
involves using instrumentation to gain an increased real-time understanding of the chemistry and miner-
alogy of a site and to high-grade samples for follow-up laboratory analyses. The goal is not to replace the
need for more robust laboratory analyses.

4. As the data acquisition continues the pattern becomes more refined, and the crew can start to under-
stand and assimilate the mineralogy of the sample. The analysis can be saved and interpreted (by the
crew or any available science backroom support from Earth) in real time at any point during the integra-
tion session.

As instrument operation times vary, it is especially important to appreciate what type of information the XRD
can provide to better understand how this instrument fits in to the overall mission architecture. Lessons
learned for integrating XRD with XRF analysis are discussed in section 4.

4. EVA Timeline Results

During all field EVA operations, detailed timeline data were kept for all steps in each instrument’s deployment
procedure, including instrument setup, instrument operation initiated, instrument operation concluded, and
number of people requires to operate the instrument.

4.1. Timeline Evaluation of Selected Instrumentation

Because we sought to isolate instrument operations from a baseline of previously determined EVA timelines
with no detailed instrument analysis, we started with an Apollo- or Desert RATS-like EVA plan, with a limited
time for each EVA. The baseline operational procedure was that the crew would approach an EVA target on
foot, simulating that they were in a rover. They would “park” some distance away from the outcrop. This
distance varied by target but typically ranged anywhere from 10 to 20 m from the outcrop itself, based
on local terrain conditions. The crew then indicated that TLS and infrared spectral imaging should be
initiated. This initialization process did not involve appreciable time added to the timeline, as this would
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likely be an automatic step in the procedure. Even in the case of the crew having to interact with this more
automated field-of-view instrumentation, this time would not count against EVA time as these steps would
be completed from inside the rover. The crew would then photograph the outcrop from the parking spot
while they conferred together to develop an EVA plan, which also would have taken place prior to egress
from the rover so did not count against the EVA timeline. Each EVA was conducted similar to Apollo,
with a primary goal of observing the site’s geology and collecting representative samples (e.g., a general
exploration of a previously unvisited location, which would likely differ from a previously visited location
for which more detailed scientific goals would be developed). As the EVA progressed, the crew identified
locations for in situ analyses with the XRF, LIBS, and/or XRD. The crew then announced which analysis
was requested and precisely where they wanted it, and the XRF, LIBS, or XRD team moved in to
complete the measurements while the crew moved on with their EVA procedure. After finishing working
in the site of interest, the crew would return to the starting location and “ingress” the rover. This process
is shown here:

Due to the crew working independently from the instrument teams, they were therefore unencumbered by
instrument operations and were able to complete a nominal EVA with a nearly identical approach and time
limit to those conducted during Desert RATS, while the instrument teams operated concurrently. In this way,
we were able to assess the true effect of currently available instrument technologies on a nominal Desert
RATS-like EVA timeline. Also, note that the first field site included XRD and XRF while the second field site
had LIBS and XRF. It should be noted that no differences were noted in efficiency (or the time it took each
crew to determine sampling locations) during the EVAs at Kīlauea versus Kilbourne Hole, regardless of the
fact that the LIBS was only available at Kilbourne Hole. Detailed timeline data were recorded at each stage
of the process, including for each individual instrument team, which allowed us to isolate, for example,
how long an EVA would take with and without XRF analyses. Table 2 highlights the amount of time it took
to operate each instrument. Note that low-altitude remote sensing data are not included in Table 2 as it is
not likely that a kite will be deployed in a relevant mission simulation. These data were collected solely to
show the benefit of high-resolution contextual aerial data. More work is needed to investigate this technol-
ogy and how adaptations might fit in to the mission scenario discussed here.

Table 2, in addition to highlighting the total data acquisition times for each instrument (in minutes), for the
crew exploration time, and for the total EVA times, also shows the percentage of crew time taken by obser-
vations and sampling, by XRF and LIBS analysis, and by any XRD work completed during the EVA. Had the
crew been completing XRF and LIBS work (instead of each instrument team), they would have spent
between about 14–41% of their time collecting and documenting XRF data. On EVAs where no XRD or
LIBS data were collected, that left >59% of their time to explore the site and collect samples. However,

Table 2
(Above): Total Instrument Operations Times, in Minutes

D1974 flow, HI Kilbourne Hole, NM

D1974 1 D1974 2 D1974 3 KH 1 KH 2 KH 3 KH 4

TLS 20 19 23 13 22 16 —
Multispectral imager 24 36 18 — — — —
Scanning hyperspectral imager — — — 16 (3) 14 (1) 28 (2) —
XRF 20 (10) 14 (7) 20 (10) 21 (11) 36 (18) 34 (13) 43 (17)
XRD 0 30 (1) 0 — — — —
LIBS — — — 16 (11) 52 (21) 4 (2) 0
Crew time 69 50 74 60 55 59 62
Total EVA duration 89 94 94 97 143 97 105
Percentage of Total EVA
Crew Exploration 77.53 53.19 78.72 61.86 38.46 60.82 59.05
XRF 22.47 14.89 21.28 21.65 25.17 35.05 40.95
XRD — 31.91 — — — — —
LIBS — — — 16.49 36.36 4.12 —

Note. Total EVA time includes the baseline crew EVA timeline as well as any XRF, LIBS, and XRD instrument operations. For the XRF, LIBS, and XRD, the number of
analyses are included in the (#) next to the total analysis times in Table 1. TLS and infrared spectral imaging are not included in the total EVA timeline as these data
are acquired before the crew simulated rover egress.
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when an XRD analysis was completed, they had about 53% of the EVA to complete these Apollo-like obser-
ving and sampling steps. During the three EVAs where LIBS data were collected, the number of analyses
requested by the crew (and therefore the time spent on data collection) varied dramatically from EVA to
EVA based on the scientific hypotheses being developed at each site. The second Kilbourne Hole EVA
included the most LIBS data (where the crew spent approximately 36% of the total EVA duration on LIBS)
which was likely due to the fact that the crew was targeting lighter elements on this EVA, which is a strength
of LIBS over XRF. It should also be noted that, due to extremely high local temperatures at Kilbourne Hole,
the LIBS instrument overheated and could not be used for the majority of the third KH EVA and the entire
fourth KH EVA.

When considering the total number of XRF and LIBS analyses requested by the crew across one field site, we
must also consider the scientific objective of that site. For example, on EVAs KH2 and KH4, the crew discov-
ered that these sites were dominated by smaller scale geologic processes (e.g., high concentration of xeno-
liths at KH4). Alternatively, EVA sites KH1 and KH3 were discovered to be dominated by larger scale
interactions between larger units. KH2 and KH4 resulted in a higher number of XRF measurements because
the crew was focused on collecting a large data set covering the smaller-scale features, not exploring broader
contextual relationships at an outcrop scale. Future EVA planners should keep this in mind, as EVAs targeting
fine scale processes will likely require more time spent using in situ instrumentation.

We note that the sample selected for the XRD analysis during the second EVA at D1974 was chosen by the
crew based on a previous hXRF measurement. After identifying a unit that they did not completely under-
stand, the crew requested XRF analyses in several locations and, using these data, selected a sample for
which they wanted more detailed mineralogy data. This process of using portable instruments to triage
for one another was innovative and effective in the case where instruments with longer integration times
(and therefore more of an impact on the EVA timeline) are required. However, besides that one occasion,
the crew was reluctant to employ the XRD because of the larger time hit of that technology. Our recommen-
dation is to only use the XRD after using the XRF to select the optimal sample. It is also possible to use other
in situ techniques to select samples for the more time-consuming XRD analyses (e.g., multispectral imaging,
scanning hyperspectral imaging, LIBS, and Raman). In this case, the crew used hXRF, but all of these techni-
ques could possibly be used in this high-grading capacity. Though not yet commercially available, XRD
instruments that operate in a reflection mode more similar to the operation of the XRF and LIBS (not requir-
ing sample preparation such as crushing and sieving) are under development (Arzoumanian et al., 2013;
Sarrazin et al., 2017). While a more detailed understanding of the use, and optimal interpretation of data
from, these instruments would be needed to understand how they would be best incorporated into an
EVA, the utility of the existing field XRD technology suggests they could provide very useful contributions
to future EVAs.

It is understanding this trade space, of howmuch time a crew loses in choosing to make a measurement with
an instrument against what science value added it gives to them in the field, that will allow future mission
planners tomakemore informed traverse strategies and, later, “flexecution” (flexible execution of preplanned
traverses) decisions (Hodges & Schmitt, 2011; Klein, 2007a, 2007b) during each traverse.

4.2. Real-Time Visualization of Scientific Data

While increased access to a variety of in situ data sets is valuable in providing a greater level of scientific detail
to the crew about the exploration zone, the complexities associated with viewing and interacting with these
data, especially during an EVA, cannot be underestimated. Depending on the mission architecture, crews will
be staying a planetary surface anywhere between days, weeks, and months at a time. Should these crews
have access to even one high-resolution instrument (e.g., the LIBS), the volume of data being generated
by this technology will quickly become burdensome on an already time-pressed crewmember. Making all
data, especially if multiple instruments are available and in the cases where missions involve multiple days’
worth of EVAs, accessible in a relatively simple layout to a spacesuit-clad crewmember is vital in ensuring that
these data will be able to be integrated into traverse planningmid-EVA andmid-mission. To this end, we have
implemented the Cue Card system, initially developed for the NEEMOmissions (Graff et al., 2017; Young et al.,
2018). Cue Cards are a series of files made available to the NEEMO and RIS4E crews during EVA (Figure 9).
During NEEMO, these Cue Cards were housed on an underwater iDive (a waterproof iPad). During RIS4E work,
the crew at Kilbourne Hole had access to them on an iPad during each EVA. Cue Cards contained each day’s
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traverse plan, procedures for sampling and instrument deployment, troubleshooting procedures in the event
of instrument malfunction, and each day’s instrument data as they are collected. Science support teams
could integrate this Cue Card file daily and push it to the crew’s iPads to update any instrument data files
or to add troubleshooting procedures should issues arise. Having such extensive access to procedures and
data increases the degree to which planetary surface crews can operate autonomously from Earth-based
science support teams, which is especially important in missions with long time delays (i.e., Mars missions).
NEEMO and RIS4E EVAs both demonstrated the value in having real-time access to the information
provided in the Cue Cards, and future analog missions and planning for future planetary surface missions
should incorporate a comparable technology. One way in which informatics like the Cue Cards could be
incorporated into future missions is with a heads-up display (HUD) capability. By projecting informatics
such as procedures, sampling guidance, and instrument data onto the interior of a spacesuit helmet in an
augmented reality platform (where the crewmember can still see their surroundings, but the information is
displayed on top of the landscape visible through the helmet), crews will have access to the information
without it interfering with their vision. Future technology development should consider this as a solution
for viewing instrument data.

Figure 9. Cue Cards used in both NEEMO and RIS4E. (a) The home page of the NEEMO Cue Cards. By interacting with the Cue Cards on the underwater iPad, the crew
was able to flip through 90 pages of traverse maps, EVA science procedures and sampling tips, troubleshooting procedures, etc. during each EVA. (b) An example of a
NEEMO Cue Card showing Sampling Procedures for the NEEMO 22 mission. (c–d) Two 2017 RIS4E Kilbourne Hole Cue Cards. Modeled after the NEEMO Cue
Cards (Graff et al., 2017), the RIS4E Cue Cards showed portable instrument data collected during each EVA. (c) shows hXRF data while (d) shows results from the
Hyperspectral Imager.
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5. Conclusions and Future Work

It is often the case that terrestrial field scientists wish for more data real-time while doing fieldwork, and it is
thought that the samewill be true for astronauts exploring other planets. However, the utility of any field por-
table instrument on a planetary surface mission is still an open question relative to the overall gain in effi-
ciency and scientific return. This question will likely not be fully answered until we are ready to plan a
mission to the lunar or martian surface that has defined science objectives. The work outlined here highlights
the need for a thorough understanding of the impact of instrument operations on EVA planning because,
despite the apparent value of the scientific data collected with current portable technologies, there is a sig-
nificant impact on the timeline, with approximately 40% of the EVA in some cases being devoted to these
instrument operations. While it is not the intention of this work to specifically investigate the scientific value
of field portable instrumentation (for an example of the science return possible with some of these instru-
ments, please see Whelley, Garry, et al., 2017; Whelley, Scheidt, et al., 2017; Yant et al., 2018), future work
should focus on this crucial issue. It is the belief of these authors that metrics that seek to quantify science
return do not adequately capture the complexities of evaluating the utility of field portable instruments
and can often be subjective, so future work should center on qualitative techniques of evaluating
each technology.

The significant timeline investment required in deploying portable instruments highlights the need for effi-
cient designs in both instrument hardware and software. On one of the RIS4E EVAs for example, 18 XRF ana-
lyses were requested. The hardware design of flight hardened portable XRF units must both minimize
integration time as well as maximize efficiencies for a crewmember in a pressurized spacesuit to operate
the hardware. One way to minimize the physical effort that a crewmember must expend in order to hold still
during longer integration times (necessary so the XRF and LIBS do not lose direct contact with the sample) is
to design the instrument so that it can be used in both handheld and stationary modes. For samples that are
able to be isolated from the outcrop of interest (where doing so will not lose geologic context in cases of
finer-scaled features), the crewmember could isolate the sample and present it to the instrument, removing
the need to position their body to hold an instrument still for longer periods; this method was used for LIBS
data acquisition during these EVAs and proved useful. Should themission architecture include a robotic assis-
tant to the crew during EVA, more development is needed to determine how much crew time will be
required to set up, start and stop, and possible repair and/or clean each instrument. With respect to cleaning
portable instrumentation, future hardware design might look at active or passive dust rejection by exterior,
sensor, or optical surfaces.

Instrument user interface and software design is just as important as the hardware design. If the crew is to
incorporate recently collected data and be able to react to it (decide on sampling priorities, flexecute changes
to the traverse plan, etc.), they must be able to rapidly assimilate the data in a display that does not over-
whelm them with scientific detail in an operational environment where their first priority must be on safety
(monitoring consumables, timeline, etc.). We recommend that teams designing future flight instruments
focus not only on designing simple yet effective instrument display capabilities but also consider in what
mode they want their data displayed (graphical format, ability to display and compare data from multiple
EVAs, etc.).

In addition to data visualization considerations, the data processing time and data quality required to make
more informed decisions must also be considered. For instance, the LiDAR and multi/hyperspectral cameras
can provide detailed, quantified information for a scientist. However, a crew member about to go EVA might
only need to know that two rock types are considered different enough to warrant consideration for sam-
pling. Furthermore, recognizing which rocks at a current location are similar to or different from rocks at prior
locations within certain limits could be useful. In other words, although all scientific instruments have an abil-
ity to provide detailed quantified data, they also present an ability to provide qualitative inferences with
much less data processing. Questions to be asked for future instrument development are (1) how accurate
is “good enough” for a crew member to make an informed choice relative to a crew member lacking those
data, (2) how quickly can data be processed to enable those decisions and can that processing be automated,
and (3) where does that data processing occur, in the instrument, in wearable suit computers, onboard a
rover, habitat or spacecraft, or back at Earth? While instruments such as the LiDAR and multi/hyperspectral
cameras can collect data quickly prior to an EVA, it is important to understand how much time those
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instruments might have during EVA preparations to provide a “good enough” data product, recognizing that
those data will undergo further data processing later. It is for reasons such as these that instrument testing
such as is presented heremust be done in a complementary manner to the larger integrated technology tests
that evaluate overall architecture design.

Designing instrumentation for human spaceflight (rather than for rover or lander missions or for use terrest-
rially) must consider the effects of operating those technologies in a pressurized spacesuit in an environment
where time is one of the most critical scientific resources of a surface mission. EVAs are highly time limited,
which means that every instrument analysis point acquired further decreases the time spent exploring addi-
tional locations in the exploration zone, so instrument efficiency is crucial from a design standpoint. As a
scientific community, we have the potential to use field portable technologies to increase the science return
of a surface mission and influence the quality of samples being returned for detailed laboratory analysis.
While these portable instruments will never replace high-precision, comprehensive laboratory work, sample
collection can be positively influenced by technologies that support sample high grading.

Finally, we advocate for extensive continued field deployment of in situ instrumentation in a variety of rele-
vant analog environments. Deployment in analog geologic environments enables the study of the combina-
tion of technologies that will best provide crews with the maximum variety in scientific data sets while
deployment of comparable technologies in extreme environments like NEEMO enable a higher fidelity study
of operational concepts for design of future mission architectures and exploration technologies.
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